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Abstract

Despite impressive progress in face super-resolution (SR), it is an open challenge to recon-
struct a reliable SR face that preserves authentic facial characteristics. Here, the problem
of super-resolving low-resolution (LR) faces to high-resolution (HR) ones is addressed.
To tackle the ill-posed nature of face SR, the cascaded super-resolution network (CSR-
Net) is proposed to utilize shape and identity priors jointly and progressively, the first
to explore multiple priors. Specifically, CSRNet adopts a cascaded structure to transform
an LR face to HR face progressively via multiple stages. At each stage, CSRNet forces
its output face image to match both the shape priors and identity priors extracted from
the ground-truth HR face. The shape priors estimated in one stage are merged into the
inputs of its subsequent stage to provide rich information for the face SR. To generate
realistic yet discriminative faces, the cascaded super-resolution generative adversarial net-
work (CSRGAN) is also proposed to incorporate the adversarial loss and identification loss
into CSRNet. Extensive experiments on popular benchmarks show that the CSRNet and
CSRGAN outperform existing face SR state-of-the-art methods, both quantitatively and
qualitatively, and detailed ablation studies show the advantage of this method.

1 INTRODUCTION

Face super-resolution (SR), also known as face hallucination,
is to recover a high-resolution (HR) face image from its low-
resolution (LR) counterpart. Face SR plays an important role
in many applications such as face recognition [1, 2], person
re-identification [3], and face image editing [4, 5], where LR face
images are common. Image SR is an ill-posed problem by nature
as there are an overwhelming number of plausible HR solutions
that explain the observed LR images equally well. Many details
in the HR image are not present in the input LR image and the
model needs to fill in these details. Specifically, super-resolving
an image with a large magnification factor (i.e. 8×) requires to
estimate 64 pixels of SR image from 1 pixel of LR input, which
is challenging. As a result, early methods (e.g. VDSR [6]) that
directly map LR images to HR images often produce unrealistic
and over-smoothed images (see column two in Figure 1).

Face SR is different from general image SR in that face images
come with facial priors that can be exploited to help tackle the
ill-posed problem. Shape priors such as landmarks, heatmaps, and
parsing maps describe both the global structures (e.g. face con-
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tour) and local details (e.g. the location and shape of eyes, nose,
and mouth) of the face. Deep models including Retinaface [7],
MTCNN [8], and HourGlass [9] are designed to generate shape
priors for input face image. Identity priors provide semantic infor-
mation about the person in the image (i.e. who is this person?),
which is essential for enhancing authentic facial characteristics
in the SR face. This semantic information can be extracted by
deep models such as FaceNet [10, 11] and Arcface [12].

Many works use shape priors to enhance face SR. For exam-
ple, SuperFAN [13] trains the SR model by enforcing the SR
face to produce landmark heatmaps similar to that of the
ground-truth HR face. FSRNet [14] fuses the estimated pars-
ing maps with the LR face as input to the SR model. DIC [15]
fuses heatmaps into the indeterminate features by an attentive
fusion module, which is then processed by convolution oper-
ations. Relatively fewer works use identity priors to improve
face SR. SICNN [16] feeds the SR face generated by the SR
model to the face recognition network and jointly trains the face
SR model and face recognition network. CSRIP [17] uses pre-
trained face recognition networks to encourage the SR face and
the ground-truth HR face to have similar classification results.
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FIGURE 1 SR faces generated by some representative methods with a
magnification factor 8×. VDSR does not use facial priors, SuperFAN uses
shape priors, CSRIP uses identity priors, and the proposed CSRNet uses both
shape and identity priors. CSRNet provides more realistic details in key facial
regions such as eyes, eyebrows, and teeth. Cascaded super-resolution generative
adversarial network (CSRGAN) is CSRNet with the adversarial and
identification losses. A larger PSNR/SSIM indicates better image quality.

As illustrated in Figure 1, models using either shape priors (e.g.
SuperFAN) or identity priors (e.g. CSRIP) produce more visu-
ally plausible SR image than VDSR, which uses only pixel-wise
reconstruction constraints.

Here, we propose the cascaded super-resolution net-
work (CSRNet), the first to utilize shape and identity priors
jointly and progressively for face SR to our best knowledge, and
the idea is illustrated in Figure 2. With both shape and identity
priors for face SR, CSRNet can preserve the visual and semantic
quality of the SR face. Compared with existing methods includ-
ing shape prior-based and identity prior-based face SR, CSRNet
retains the most authentic facial characteristics.

The overall model structure of CSRNet is illustrated in
Figure 3. CSRNet adopts a cascaded structure, which trans-
forms an LR face to an SR face progressively via multiple stages.
In each stage, CSRNet applies a face alignment network (FAN)
to extract shape priors from the SR face. These shape priors are
forced to match the shape priors extracted from the ground-
truth HR face with the MSE loss and used as input for the
next stage to facilitate SR learning. For the identity priors, CSR-
Net uses a COST face matcher [11] to extract discriminative
embedding from the SR face in each stage and forces it to
match the embedding extracted from the ground-truth HR face.
Instead of constructing RGB face, CSRNet learns to predict the
residue between the ground-truth HR face and simple bicubic
interpolation of the LR face. To generate realistic yet discrimina-
tive faces, we incorporate the adversarial loss and identification
loss into CSRNet and formulate CSRGAN. CSRGAN recovers
realistic semantic meaning and generates more plausible details
compared with other methods.

We conducted extensive experiments on the widely used
datasets: Helen and CelebA. The results show that CSRNet
provides better quantitative performance in terms of PSNR
and SSIM than state-of-the-art face SR methods including
SuperFAN, DIC, and CSRIP. The SR faces generated by
CSRGAN is also more appealing by preserving more details.
Detailed ablation studies verify that shape and identify priors
are complementary and both contribute to better perfor-
mance for face SR, which again show the advantage of our
CSRNet method.

In summary, we made the following contributions here.

∙ To the best of our knowledge, CSRNet is the first deep face
super-resolution model that utilizes shape priors and iden-
tity priors jointly and progressively. This is motivated by the
fact that different facial priors are closely related and provide
different perspectives of constraints for SR solution space.

∙ We design an effective pipeline for CSRNet, which uses a
cascaded structure, extracts the shape priors on residual face
image, and combines with semantic feature embeddings for
identity loss. This enables both the intermediate SR images
as well as final SR images to be equipped with facial structure
information and identity knowledge. The use of complemen-
tary information in shape and identity priors via multiple
stages is new and essential to enhance face SR.

∙ We conduct extensive experiments on benchmarks includ-
ing CelebA and Helen which demonstrate the effective-
ness of CSRNet using both shape and identity priors
for face SR. Specifically, our CSRNet achieves state-of-
the-art performance for the challenging task of super-
resolving LR face images by an upscaling factor of 8.
Additionally, our CSRGAN generates more realistic yet
discriminative face images with adversarial and identity
losses.

The rest of this paper is organized as follows. Related work
is shown in Section 2. The proposed CSRNet is described in
Section 3. Experimental evaluation is given in Section 4. Finally,
we draw an overall conclusion in Section 5.

2 RELATED WORK

Here, we review related works from three perspectives, namely
model architecture, face SR with shape priors, and face SR with
identity priors. A comparison between our CSRNet and some
of the most relevant methods is provided in Table 1. It is worth
noting that some recent methods, such as VQFR [18], improve
face SR results by using reference image priors or import pre-
trained generative adversarial network (GAN) priors [19–22],
such as GFPGAN [20], GPEN [21] to enhance face SR. These
methods focus on using additional information (i.e. reference
image, or GAN priors which are trained with large-scale HR
faces) to obtain high-definition (1024 × 1024) SR results. In
contrast, we focus on exploring an effective way of combing
multiple priors from LR image (i.e. without exploiting other
information) for face SR.
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ZENG ET AL. 3

FIGURE 2 A schematic illustration of the idea behind our CSRNet, which uses both shape and identity priors to preserve the visual and semantic quality of the
SR face. (a), (b), and (c) are three plausible super-resolved faces for the input low-resolution face. Compared with (a) or (b), (c) retains the most authentic facial
characteristics. (Best viewed in colour).

TABLE 1 A comparison between CSRNet and some representative image SR methods, where VDSR, SRGAN, and LapSRN are general image SR methods,
and SuperFAN, DIC, SICNN, and CSRIP are face SR methods, of which SuperFAN and DIC are face SR with shape priors, while SICNN and SCRIP are face SR
with identity priors. Our CSRNet is a cascaded model that makes the most of identity as well as shape priors to enhance SR face with scaling factors of 2, 4, and 8.

Method VDSR SRGAN LapSRN SuperFAN DIC SICNN CSRIP CSRNet (Ours)

Cascaded model ✗ ✗ ✓ ✗ ✗ ✗ ✓ ✓

Identity prior ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✓

Shape prior ✗ ✗ ✗ ✓ ✓ ✗ ✗ ✓

Scaling factor 4 4 2, 4, 8 4 8 8 2, 4, 8 2, 4, 8

FIGURE 3 The overall model structure of CSRNet. Our CSRNet
consists of three branches: the SR branch, the shape branch, and the identity
branch. In each cascade, the SR branch super-resolves the face image by a
factor of 2×. The shape branch extracts the shape priors from the residual
image and uses the shape priors obtained in one stage as the input features of
the SR branch in the next stage. The identity branch uses the face matcher to
extract semantic embedding from the model generated SR face. Given an LR
input, CSRNet produces SR faces with different magnification factors (e.g. 2×,
4×, and 8×) in cascaded SR output.

2.1 Model architectures

In terms of model structure, existing face SR methods can
be roughly classified as direct and cascaded. The direct meth-
ods super-resolve an LR image to the desired spatial resolution
in one shot. Some direct methods [6, 23, 24] first interpolate
the LR input (e.g. via bicubic interpolation) to high resolu-
tion and then apply the model to adjust the coarse SR image.
For example, VDSR [24] increases the depth of the network
to 20 layers by using a global residual connection. However,
the predefined interpolations may result in sub-optimal SR
results. To address this issue, learning-based up-sampling is
introduced as an alternative to predefined interpolation. The
others, for example, CARN [25], SRGAN [26], URDGN [27],
and EDSR [28], learn a mapping that works directly on LR
input using models such as transposed convolution layer [29]
and sub-pixel layer [30] at the end of deep CNNs for face super-
resolution. In contrast, the progressive methods, for example,
LapSRN [31], MS-LapSRN [32], and ProSR [33], learn to super-
resolve the input LR image (i.e. learn to predict the residuals
between the ground-truth HR image and LR input) via multi-
ple stages, in which each stage uses a small upscaling factor (e.g.
2×) and the output of one stage is used as input for the next
stage. The benefit of the progressive structure (also called cas-
caded structure) is that it allows supervision signal in every
stage (especially the early stages), which makes the model easy
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4 ZENG ET AL.

to train. In addition, this progressive SR trains one model
to meet the needs of multi-scale SR reconstruction while the
direct architecture frameworks require training different mod-
els for varied scaling factors. Generally, without considering
the face priors, image SR methods usually adopt the pixel-wise
reconstruction loss (i.e. mean square error) to encourage the
texture of the model generated SR image to be similar to the
ground-truth HR image.

2.2 Face SR with shape priors

Many methods utilize facial shape priors to enhance face SR.
SuperFAN [13] introduces a FAN to extract heatmaps from face
images and uses the MSE loss to guarantee that the target HR
face and the generated SR face have consistent shape priors.
PFSR [34] extends SuperFAN by gradually super-resolving LR
face images to high resolutions. In JASRNet [35], FAN and the
SR network share a common encoder, which extracts shallow
features from the LR face images. Instead of using shape priors
to provide supervision signals, some methods use shape priors
as input for face SR. MTUN [36] concatenates component-
based heatmaps with other input feature maps as input for the
SR model. FSRNet [14] consists of a coarse SR network and a
refined network. The refined network estimates parsing maps
from the coarse SR image and feeds the parsing maps as well
as other feature maps to an encoder–decoder network, which
generates the final SR image. CBN [37] super-resolves the input
LR face step by step and uses a gate network to fuse the coarse
SR face and the dense correspondence filed of each stage. To
improve SR performance, CBN extracts face prior from the
intermediate SR faces instead of the input LR face. DIC [15]
learns an attentive fusion module that uses the shape priors
as attention weights for aggregating the feature representations
in the SR model. Hu et al. [38] concatenate 3D facial priors
and feature representations of the face SR model to produce
a sharp SR face. PCRCN [39] adopts a cascaded recurrent net-
work for face SR, and facial parsing priors are extracted and
refined in each cascaded unit to facilitate facial details recov-
ery. RCNet [40] estimates the facial landmarks on the coarse
SR face (i.e. rather than the LR face) to achieve better accu-
racy. It then integrates the facial landmarks with face features to
enhance face SR.

Compared with existing work, our CSRNet uses shape priors
as both supervision and model inputs and extracts shape pri-
ors at multiple resolutions in the cascaded structure. The shape
priors estimated in one stage are merged into the inputs of its
subsequent stage to provide rich information for face SR. In
addition, we collect shape priors from the residue face instead
of SR faces generated by the model, which ensures that the filled
residues are meaningful. We also show that using residue face
yields lower landmark error.

2.3 Face SR with identity priors

There are few works proposed to enhance the identity infor-
mation in the reconstructed SR faces. SICNN [16] minimizes

the identity difference between model generated SR face and
ground-truth HR face by co-training the SR model and face
recognition model. Specifically, it uses the pixel-wise recon-
struction loss for the SR model, and adopts super-identity and
recognition losses for the face recognition model. CSRIP [17]
adopts the cascaded structure and extracts identity priors on
the residue face instead of the model generated SR face. In
each stage, it encourages the SR face and ground-truth HR
face to have similar classification results for a pre-trained face
recognition model. Since the face images from the same per-
son have the same identity information regardless of the image
resolution, DIDnet [41] consists of a face SR network and
a degradation network through a dual loop. The SR network
ensures the super-resolved face and the ground-truth HR face
have the same identity features in the HR space. The degrada-
tion network ensures the generated LR face and the input LR
have the same identity features in the LR space. Identity-aware
FSR [42] consists of a face SR network and an identity-aware
feature extractor. The SR network reconstructs an HR face
from the input LR face and the feature extractor extracts the
identity features of the reconstructed HR face. The identity fea-
tures are decoupled into magnitude-related and angle-related
features for explicit supervision to preserve identity informa-
tion. EIPNet [43] utilizes a lightweight edge block and identity
prior information to tackle the distortion in facial components
so as to enhance SR. EIPNet is comprised of three residual
blocks with edge blocks embedded in multiple scales to provide
structural information in each ×2 upscaling process, and uses
luminance–chrominance error to align global shape and colours.
In addition, EIPNet encourages the final SR face and ground-
truth HR face to have the same class-encoded vector by utilizing
the identity loss.

Our CSRNet is different from these methods in that we
use an additional semantic embedding loss to constrain iden-
tity priors and extract identity priors from the model generated
SR face. In addition, we incorporate multi-scale identity infor-
mation into the training CSRNet and enforce SR face of
multiple resolutions and corresponding HR face to have the
same identity.

3 CASCADED SUPER-RESOLUTION
NETWORK

Here, we first provide an overview of CSRNet and then describe
the three branches that constitute CSRNet in detail, that is, the
SR branch, the shape branch, and the identity branch.

3.1 Overview of CSRNet

CSRNet consists of three branches as illustrated in Figure 3:
(i) the SR branch (top row) that progressively transforms the
input LR face to higher resolutions using multiple cascades (i.e.
stages); (ii) the shape branch (second row) that uses the FAN
to extract shape priors (heatmaps in our case) from the output
of the SR branch; (iii) the identity branch (bottom row) that
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ZENG ET AL. 5

extracts semantic embedding (using the face matcher) from the
SR face produced by each stage.

In each stage, the SR branch super-resolves the face image
by a factor of 2×, and thus the number of pixels is multiplied
by 4×. Denote a training sample as (x, y1, y2, … , yS ), in which x

is the input LR face, ys is the ground-truth HR face for stage s

and there are a total of S stages. At stage s, the SR branch pre-
dicts ys − yB

s , in which yB
s is the bicubic interpolation of the LR

face x for stage s. We adopt this residue design as it is reported
to provide better performance and easier convergence property
than directly predicting ys [33]. Denote the output of the SR
branch at stage s as ySR

s , the shape branch extracts the shape pri-
ors from ySR

s (i.e. the residual image) rather than ŷs = yB
s + ySR

s

(i.e. the model generated SR face), and the shape priors obtained
in one stage are fused used as input features for the SR branch
in the succeeding stage. The cascade stage s (when s ≥ 2) com-
prises a low-resolution encoder–decoder feature extractor f l

s (⋅)
and a shape prior predictor f

p
s (⋅), which is a FAN. The output

of the cascade block is indicated by Fs , which is convoluted to
produce ySR

s . The convolution operation is denoted by Conv(⋅).
The final non-linear operation, achieved by stacking several con-
volutional and ReLU layers, is denoted by OS (⋅). Therefore, the
face SR process can be formulated by:

ySR
1 = Conv

(
f l
1 (x)

)
, (1)

ySR
s = Conv

(
f l
s (Fs−1), f

p
s

(
ySR

s−1

))
, (2)

ySR
S
= OS

(
f l
S

(FS−1), f
p

S

(
ySR

S−1

))
, (3)

where ŷs = yB
s + ySR

s is our final generated SR face. CSRNet
employs the shape priors in each upscaling process to preserve
the high-frequency component. In contrast, the identity branch
operates on the reconstructed SR face ŷs as texture details are
essential for discriminative feature extraction.

In the training phase, the identity branch uses pre-trained
models and is not updated during training while the FANs (in
the shape branch) and the SR branch model are trained from
scratch. In the inference phase, the identity branch is removed
as it is not involved in computing the output SR face. However,
the FANs are kept because they provide shape priors for the
SR branch as input. The input LR face and the ground-truth
HR faces for different stages are generated by down-sampling
an HR face with different factors. The loss function for training
CSRNet is defined as

 = Pixel + Shape + Id, (4)

where Pixel is the pixel-wise reconstruction loss (i.e. mean
square error) between the generated SR faces in cascaded
SR output (Figure 3, third row) and the ground-truth HR
faces, Shape measures the differences between the shape pri-
ors extracted from the SR faces and the ground-truth HR faces,
and Id quantifies the differences in identity information (i.e.
semantic embedding) between the SR faces and the ground-
truth HR faces. Although it is possible to assign a weight factor

for each of the three loss terms, we found that training with
Equation (4) already results in good performance, and thus did
not include weight factors due to the additional complexity of
parameter tuning.

Before introducing the details of each branch and loss term,
we would like to discuss the rationale behind CSRNet’s over-
all structure. The pixel-wise reconstruction loss Pixel has been
widely used in the literature to ensure that the texture of the SR
image is similar to the ground-truth HR image. However, tex-
ture similarity does not necessarily lead to visual similarity. The
shape priors contain both the global structure of the face (e.g.
contour) and the shape of important facial components such as
eyes, nose, and mouth (see an example in the shape branch of
Figure 3). By encouraging the SR face and the HR face to have
similar shape priors with Shape, the SR face can preserve the
facial structure information in the HR face, and thus looks more
visually plausible. In a similar vein, the identity loss Id forces
the SR face and the HR to be consistent in identity information
such that they look similar to human inspectors. The cascaded
structure also allows CSRNet to introduce supervision signals
at each stage, which makes the model easy to train. To our best
knowledge, CSRNet is the first to jointly utilize the shape and
identity priors, and thus provides state-of-the-art performance
for face SR. In the experiments, we found that the shape priors
and identity priors are complementary and both of them lead to
performance improvement.

In addition to jointly unitizing shape and identity priors, there
are several other key designs in CSRNet that are different from
existing works. First, compared with methods that utilize the
cascaded structure, CSRNet fuses the shape priors as input fea-
tures for face SR to strengthen the guidance of landmark maps.
Second, different from existing works that extract shape priors
from the SR face, we extract shape priors from the residual
face as it provides better accuracy for shape prior detection
and ensures the filled residues are meaningful. Third, instead
of applying face recognition models on the residual face as in
CSRIP, we extract identity priors from the SR face because the
human vision system recognizes the original face rather than
the residue.

3.2 The SR branch

As illustrated in the top row of Figure 3, the SR network pro-
gressively super-resolves an LR face to higher resolutions using
multiple cascades of CNNs (e.g. C1, C2, and C3). Each cascade
(also called a stage) upscales the face with a factor of 2× and the
overall scaling factor of CSRNet is the multiply of all cascades
(e.g. 8× for Figure 3). By decomposing a difficult task into suc-
cessive simple tasks, the cascaded structure of the SR branch
allows for intermediate supervision at each cascade, enabling us
to better constrain the SR solution than directly super-resolving
the LR face with a large scaling factor. In addition, this cascaded
design can lower the learning difficulty as well.

Each cascade consists of an encoder and a decoder. The
encoder stacks multiple residual blocks and each block has
five successive layers (i.e. Conv-BN-ReLU-Conv-BN). A skip
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6 ZENG ET AL.

FIGURE 4 The shape branch for a cascade. The HourGlass network is
used as the face alignment network to detect 40 landmarks from the input
residue. The shape loss encourages the model generated residual face to have
shape prior (i.e. facial heatmaps) consistent with the ground-truth residue to
preserve structure information in SR face.

connection is added between the first convolution (Conv) layer
and the last batch normalization (BN) layer of each residual
block. Each decoder consists of three successive layers (i.e. BN-
ReLU-DeConv). The encoder does not change the resolution
of the face while each decoder scales up the face by a factor
of 2× with its deconvolution (DeConv) layer. We adopt the
asymmetric pyramid architecture [33], in which a lower cascade
is more complex than a higher cascade. Specifically, we use
12, 3, and 3 residual blocks for C1, C2, and C3, respectively.
The advantage of the asymmetric pyramid architecture is that
it enables a large upscaling factor while remaining efficient (by
avoiding using complex models for the higher cascades).

For C1 and C2, we use an FAN to extract shape priors from
their outputs and these shape priors are used as input feature
maps for the decoder in their succeeding cascade. To map the
outputs of the cascades to residual face (i.e. ys − yB

s ), we use
one convolution layer for C1 and C2 but more convolution lay-
ers (i.e. three convolution layers) for C3 as it produces the final
SR face. We apply the following pixel-wise reconstruction loss
on the SR branch

Pixel =
1
| |

∑
ys∈| |

S∑
s=1

‖‖‖ys − yB
s − ySR

s
‖‖‖

2
, (5)

where  is the training dataset which is composed of LR input
and ground-truth HR faces with different magnification fac-
tors, ys is the ground-truth HR face for stage s, and yB

s and
ySR

s are the bicubic interpolation of the input LR face and the
output of the SR branch at stage s, respectively. Pixel encour-
ages the model generated SR face (i.e. yB

s + ySR
s ) to approximate

the ground-truth HR face and is applied at every stage, which
provides successive supervision.

3.3 The shape branch

As for the shape priors, we choose landmark heatmaps, which
describe the location and shape of key facial components. As
illustrated in Figure 4, heatmaps provide rich structure infor-
mation about the face, including global structure (e.g. facial
contour) and local details (e.g. eyes, nose, and mouth). Here, we
use 8 heatmaps generated from 40 landmarks on a face image
and these heatmaps correspond to different semantic compo-
nents, that is, left eyebrow, right eyebrow, left eye, right eye, nose,
facial contour, inner mouth, and mouth contour, respectively.

FIGURE 5 ‘An example face to illustrate the face alignment results of
(a) 48 × 48, (b) 96 × 96’, and (c) 192 × 192 by using different HourGlass
networks. Green/red indicate training the network with residue face and RGB
face, resppectively.

We use the HourGlass network [9] as the FAN to detect
landmarks from face images. As illustrated in Figure 4, our
HourGlass network consists of 4 residual modules and uses 64
channels for the feature maps. Instead of detecting landmark
on the SR face as in existing works, we apply the HourGlass
network on the residue face predicted by the SR branch in the
residual image space. This is because the key facial compo-
nents are prominent (i.e. having larger pixel values than their
neighbours) in the residue image and thus landmark detection
provides high accuracy. For a fair comparison, we train two
FANs on the residue and SR faces, respectively, and evalu-
ated the accuracy of landmark detection using normalized root
mean square error (NRMSE) which is smaller the better. The
results show that the NRMSE on images with a resolution of
48 × 48, 96 × 96, and 192 × 192 are 0.7482, 0.6206, and 0.6397
for residue face, and 0.7595, 0.7002, and 0.6433 for SR face.
Such results support our design of extracting shape prior from
the generated residual face. Figure 5 illustrates the face align-
ment results of training the HourGlass network on the RGB
face and residue face, respectively.

The loss of the shape branch as illustrated in Figure 4 is
defined as

Shape=
1
| |

∑
ys∈| |

S∑
s=1

‖‖‖s (ys − yB
s ) − s (y

SR
s )‖‖‖

2
, (6)

where s denotes the FAN model for cascade s, and s (ys − yB
s )

is the shape prior extracted from the ground-truth residual
face, and s (y

SR
s ) is the shape prior from the model generated

residual face. The MSE loss in Shape encourages the model
generated residue face to have shape priors consistent with the
ground-truth residue.

3.4 The identity branch

Recall that the identity branch constrains the SR face to pro-
duce semantic embeddings similar to the ground-truth HR
face. Identity prior constraints are critical because they make
the SR face and HR face look similar for human inspectors.
For semantic embedding, we use a face matcher (i.e. FaceNet)
model to extract a 512 -dimensional feature embedding from
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ZENG ET AL. 7

FIGURE 6 The identity branch for a cascade. The FaceNet model is used
to extract semantic feature embedding from the generated SR face. The
identity loss encourages the model generated SR face to have semantic features
consistent with the ground-truth HR face to preserve identity information in
the SR face.

a face image as illustrated in Figure 6. The SR model is trained
by minimizing the Euclidean distance between the embeddings
of faces corresponding to the same person. Thus, the semantic
embedding loss is defined as

E =
1
| |

∑
ys∈| |

S∑
s=1

‖‖‖𝜙(ys ) − 𝜙(yB
s + ySR

s )‖‖‖
2
, (7)

where 𝜙 is the face matcher model, 𝜙(ys ) and 𝜙(yB
s + ySR

s )
are the embeddings of the ground-truth HR face and the
model generated SR face, respectively. In practice, famous face
recognition models require input images to have an image size
greater than 100 × 100, thus CSRNet only applies faceNet to
cascade C3.

3.5 CSRGAN

Training SR models with the adversarial loss helps to gen-
erate more realistic images by using a discriminator network
to distinguish the super-resolved images from the ground-
truth HR images, and encouraging the SR network to deceive
the discriminator [44]. Following this idea, we incorporate the
adversarial loss into CSRGAN by using the CSRNet as a
generator to ensure that CSRNet synthesizes realistic images.
Moreover, we also employ an auxiliary classifier (i.e. discrim-
inator classifier) to enhance the discriminative ability of SR
images.

As illustrated in Figure 7, CSRGAN consists of CSRNet (i.e.
a generator, G) and a discriminator classifier (i.e. D). CSRNet
generates a super-resolved face from the LR input and the
discriminator classifier outputs the probability that the input
is real and its classification distribution over identities, which
follows the same network structure as ACGAN [45]. The objec-
tive function has two parts: the log-likelihood of the correct

FIGURE 7 The framework of the proposed CSRGAN. Our CSRGAN
uses CSRNet as a generator to generate SR faces and a discriminator classifier
to distinguish between SR face and the ground-truth HR face and predict the
correct identity. As a result, CSRNet attempts to deceive the discriminator by
generating realistic yet discriminative SR face.

source (i.e. HR or SR), S , and the log-likelihood of the correct
identities, C .

S = 𝔼[logP (S = HR|x)] + 𝔼[logP (S = SR|G(x))], (8)

C = 𝔼[logP (C = id |x)] + 𝔼[logP (C = id |G(x))], (9)

where 𝔼 is the expectation over a probability distribution. S =

HR means the source of face image is a ground-truth HR face
and S = SR indicates a face image from the generated SR face.
C = id represents the correct identity of the input face.

During training, D is trained to maximize S + C and G

is trained to maximize C − S . Specifically, S + C encour-
ages the discriminator to distinguish between super-resolved
face images and the HR faces, and predicts the correct iden-
tity regardless of the source of input face. C − S forces the
model generated SR face G(x) to look realistic and have similar
identity distribution as the input LR face x.

4 EXPERIMENTAL EVALUATION

Here, we first introduce the experiment settings and then
present the main results that compare our CSRNet with
state-of-the-art face SR methods. We also provide an abla-
tion study to show the benefits of jointly utilizing shape and
identity priors.

4.1 Experiment settings

4.1.1 Datasets and performance metrics

For CSRNet model training, we used the CASIA Webface
dataset [46], which contains in total 291,915 images from
10,064 identities. Note that this CASIA dataset is a publicly
available version with incorrectly labeled face images man-
ually removed. We mainly conduct our experiments on two
widely used benchmarks for face SR, that is, CelebA [47] and
Helen [48, 49]. For performance test, we used 1000 images from
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8 ZENG ET AL.

FIGURE 8 Examples face images from training dataset. (a) CASIA
Webface and test datasets, (b) Helen, and (c) CelebA.

the CelebA dataset and 330 images from the Helen dataset.
As the face images in CASIA Webface are loosely cropped, we
first take the central image patch with 200 × 200 pixels, and
then resize the image to 192 × 192 pixel. For both CelebA and
Helen, we crop the face region in each image based on the
landmarks provided by the dataset. Our dataset pre-processing
procedure follows CSRIP [17] and some examples of the
pre-processed face images are illustrated in Figure 8.

To quantitatively measure the quality of the model generated
SR faces, we use PSNR and SSIM [50], which are widely adopted
in the image SR literature. Following the convention, the SR
faces are converted from RGB to YCrCb space, and the illu-
minance channel is compared with (the illuminance channel of)
the ground-truth HR faces to calculate the two measures. For
both PSNR and SSIM, larger value means better performance.

4.1.2 Implementation details

Following CSRIP [17], we used bicubic degradation to generate
LR face images from HR faces. Specifically, the pre-processed
faces (with a resolution of 192 × 192) are used as the ground-
truth HR faces for cascade C3, and these faces are down-
sampled to a resolution of 96 × 96 and 48 × 48 to serve as the
ground-truth HR faces for C2 and C1, respectively. For the
input LR faces, the pre-processed faces are down-sampled to
24 × 24. We train CSRNet using the ADAM optimizer with the
default parameters and the batch size is 64. We first train CSR-
Net without identity branch using 1e−3 as the initial learning rate
for 47 epoches. Then we continue to include identity branch
to fine-tune for another 4 epoch using 1e−4. As for CSRGAN
training, we use the pre-trained CSRNet model as the initial
generator and fine-tune generator and discriminator with the
ADAM optimizer for 4 epochs. All experiments are conducted
using Tensorflow2 on two NVIDIA Titan RTX GPUs.

4.2 Comparison with state-of-the-art
methods

We compare the CSRNet model with 11 state-of-the-art SR
models, that is, VDSR, SRGAN, LapSRN, NLSA, SICNN,

TABLE 2 Quantitative comparison between CSRNet and existing SR
methods where 24 × 24 pixel images are super-resolved to the final resolution
of 192 × 192 pixels using an upscaling factor of 8×. Red/blue indicates the
best/second performance. Our CSRNet model is setting a new record of SR
performance on both datasets.

Helen CelebA

SR method Scale PSNR SSIM PSNR SSIM

Bicubic ×8 25.34 0.7163 24.59 0.6819

VDSR [6] ×8 26.30 0.7455 25.57 0.7143

SRGAN [26] ×8 27.66 0.7987 26.80 0.7667

LapSRN [31] ×8 27.07 0.7722 26.21 0.7389

NLSA [51] ×8 27.77 0.7920 26.77 0.7583

SICNN [16] ×8 27.29 0.7793 26.43 0.7464

CSRIP [17] ×8 27.81 0.8109 26.99 0.7795

SuperFAN [13] ×8 28.51 0.8101 27.71 0.7825

RCNet [40] ×8 25.99 0.7411 25.18 0.7077

PCRCN [39] ×8 26.30 0.7286 26.30 0.7286

DIC [15] ×8 28.29 0.8016 27.13 0.7635

DICGAN [15] ×8 27.68 0.7737 26.99 0.7487

CSRGAN (Ours) ×8 27.64 0.7852 26.90 0.7581

CSRNet (Ours) ×8 28.71 0.8143 27.86 0.7867

CSRIP, SuperFAN, RCNet, PCRCN, DIC, and DICGAN.
Specifically, we include four models that utilize only texture
information, two models that incorporate identity priors (i.e.
SICNN [16] and CSRIP [17]), and five models that exploits
shape priors (i.e. SuperFAN [13], DIC [15], DICGAN [15],
RCNet [40], and PCRCN [39]). Results for the texture-only
models (except NLSA) and SICNN are produced from CSRIP,
which retrains these models using the same training dataset as
ours. For NLSA, SuperFAN, DIC, and DICGAN, we trained
SR models on the CASIA dataset with extensive parameter tun-
ing for performance. For RCNet and PCRCN, we implemented
SR models as open-source code is not available and trained
them under our experiment settings. We also included bicubic
interpolation as a naive baseline. In addition, we compare our
CSRNet with other cascaded SR models (i.e. LapSRN [31] and
CSRIP [17]) with upscaling factors 2× and 4×. Code required to
reproduce our experiment results is available at https://github.
com/AnonymousExplorer/CSRNet

4.2.1 Quantitative comparison

We report the PSNR and SSIM of CSRNet and the comparison
methods for a scaling factor of 8× in Table 2. The results show
that CSRNet consistently outperforms all baselines for both
test datasets. We also observe that methods use either shape or
identify priors (e.g. SuperFAN and CSRIP) perform better than
the texture-only methods, which verifies the importance of face
priors. By exploiting both shape and identity priors, CSRNet
further outperforms methods that use a single type of prior.
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ZENG ET AL. 9

TABLE 3 Quantitative comparison between CSRNet and other
progressive methods. Red/blue indicates the best/second performance. Our
CSRNet model attains highly competitive performance on both datasets.

Helen CelebA

SR method Scale PSNR SSIM PSNR SSIM

Bicubic ×2 28.46 0.8983 27.92 0.8891

LapSRN ×2 30.23 0.9326 29.74 0.9262

PCRCN ×2 31.01 0.9481 30.59 0.9438

CSRIP ×2 32.41 0.9663 31.44 0.9609

CSRGAN(Ours) ×2 33.31 0.9654 32.73 0.9612

CSRNet(Ours) ×2 33.88 0.9693 33.31 0.9654

Bicubic ×4 26.32 0.7835 25.63 0.7539

LapSRN ×4 28.30 0.8523 27.52 0.8258

PCRCN ×4 25.01 0.8630 24.80 0.8454

CSRIP ×4 29.56 0.8952 28.66 0.8720

CSRGAN(Ours) ×4 29.62 0.8816 28.84 0.8599

CSRNet (Ours) ×4 30.47 0.8983 29.71 0.8792

Among the comparison methods, LapSRN and CSRIP adopt
the cascaded structure and thus can generate SR faces with
an upscaling factor of 2× and 4×. We compare the qual-
ity of the intermediate SR faces of CSRNet with those in
Table 3. The results show that CSRNet also outperforms Lap-
SRN and CSRIP in terms of intermediate results. Interestingly,
we observe that the performance improvement of CSRNet over
CSRIP is more significant for 2× than for 4×. Since CSRIP
does not utilize shape priors, this phenomenon suggests that
shape priors are important for the first cascade (from 24 × 24
to 48 × 48).

4.2.2 Qualitative comparison

We illustrate some example SR images generated by different
methods that are used for quantitative comparison with an
upscaling factor of 8× in Figures 9 and 10. The results show
that CSRNet produces face images more similar to the ground-
truth, especially for important facial regions such as the eyes
and mouth. In addition, although the qualitative performance
of CSRGAN does not match CSRNet in terms of PSNR and
SSIM, we observed that CSRGAN renders more realistic faces
than CSRNet by giving more details (e.g. wrinkles and whiskers).
This is because CSRGAN is trained to fool the discriminator
instead of providing higher PSNR and SSIM. The face that
CSRGAN works well suggests that using both shape and iden-
tify priors provides sufficient yet complementary information
of the generator to produces realistic faces.

For SR comparison of intermediate SR results, we com-
pare the intermediate results of the upscaling factor of 2× and
4× produced by methods that use the cascaded structure in
Figures 11 and 12, respectively. These example SR faces show

FIGURE 9 Example face images generated by some representative face
SR methods with an upscaling factor of 8× (i.e. from 24 × 24 to 192 × 192).
For each sample, four methods including VDSR, SRGAN, LapSRN, and
NLSA are texture-only methods that do not use face priors, while SICNN and
C-SRIP use identity priors, and SuperFAN, RCNet, PCRCN, DIC, and
DICGAN use shape priors. In contrast, our methods utilize both shape and
identity priors. CSRNet provides more fine-grained details in key facial areas
(e.g. eyes and mouth), resulting in the highest PSNR and SSIM values.
CSRGAN further renders the photo-realistic SR faces. The target faces are
from the CelebA dataset.

FIGURE 10 Example face images generated by some representative face
SR methods with an upscaling factor of 8× (i.e. from 24 × 24 to 192 × 192).
For each sample, four methods including VDSR, SRGAN, LapSRN, and
NLSA are texture-only methods that do not use face priors, while SICNN and
C-SRIP use identity priors, and SuperFAN, RCNet, PCRCN, DIC, and
DICGAN use shape priors. In contrast, our methods utilize both shape and
identity priors. CSRNet provides more fine-grained details in key facial areas
(e.g. eyes and mouth), resulting in the highest PSNR and SSIM values.
CSRGAN further renders the photo-realistic SR faces. The target faces are
from the Helen dataset.

that CSRNets produce more stable intermediate results which
are more similar to the true HR face.

4.2.3 More qualitative comparison

We also train CSRGAN (a GAN version of CSRNet) and
compare it with other representative GAN-based methods,
including SRGAN and DICGAN. To evaluate their effective-
ness, we compute LPIPS values on the Helen and CelebA
datasets and show some example faces generated by different
GAN-based SR methods in Figure 13. We also report the LPIPS
values for each method on both datasets. Specifically, on the
Helen dataset, we obtained LPIPS values of 0.2639, 0.1581, and
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10 ZENG ET AL.

FIGURE 11 Faces generated by representative cascaded face SR method
with an upscaling factor of ×2, from 24 × 24 to 48 × 48.

FIGURE 12 Faces generated by representative cascaded face SR method
with an upscaling factor of ×4, from 48 × 48 to 96 × 96.

0.1896 for SRGAN, DICGAN, and CSRGAN, respectively. On
the CelebA dataset, we obtained LPIPS values of 0.2958, 0.1673,
and 0.2046 for SRGAN, DICGAN, and CSRGAN, respectively.
Our results show that both DICGAN and CSRGAN outper-
form SRGAN in terms of LPIPS. Furthermore, our proposed
CSRGAN achieves comparable performance to DICGAN. It is

FIGURE 13 Faces generated by representative GAN-based SR methods
with an upscaling factor of 8×, from 24 × 24 to 192 × 192.

TABLE 4 Ablation study for CSRNet under a scaling factor of 8×, from
24 × 24 to 192 × 192. Baseline means using only the SR branch. Red indicates
the best performance.

Helen CelebA

SR method PSNR SSIM PSNR SSIM

Baseline 28.66 0.8141 27.82 0.7862

B+Shape 28.69 ↑ 0.8142 ↑ 27.84 ↑ 0.7866 ↑

B+Identity 28.66 - 0.8143 ↑ 27.82 - 0.7865 ↑

CSRNet (Ours) 28.71 ↑ 0.8143 - 27.86 ↑ 0.7867 ↑

TABLE 5 Comparison of model size between CSRNet and different
baselines. Baseline means using only the SR branch.

Methods Baseline B+Shape B+Identity CSRNet (Ours)

Parameters 1.62M 1.62M 2.07M 2.07M

worth noting that improving the perceptual quality of CSRGAN
is not the main focus of our paper. Instead, we aim to explore
the effectiveness of our proposed CSRNet in combining shape
and identity priors.

 17519667, 0, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/ipr2.12863, W

iley O
nline L

ibrary on [12/07/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



ZENG ET AL. 11

FIGURE 14 The effect of shape priors on SR faces. “Baseline” uses only the SR branch and “B+Shape” incorporates shape priors. Compare with “Baseline”,
“B+Shape” produces more fine-grained facial components including the contour of nose (first and third example faces), the shape of teeth (second example face),
etc. Compared with other existing shape prior-based SR methods, “B+Shape” provides a better way of utilizing shape priors.
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12 ZENG ET AL.

FIGURE 15 The effect of identity priors on SR faces. Large PSNR/SSIM
indicates better quality. “Baseline” uses only the SR branch and “B+Identity”
incorporates identity priors. Compare with “Baseline”, “B+Identity” alters the
details in key facial regions (e.g. eyes, mouth, and face contour). Compared with
SICNN and CSRIP, “B+Identity” is more effective in utilizing the identity
priors.

4.3 Ablation study

We conduct an ablation study of CSRNet and report the results
in Table 4. Baseline means using only the SR branch and “+”
means enabling different face priors for SR, including B+Shape

and B+Identity. We make the following observations based on
comparison results in Table 4. First, using either the shape
priors or identity priors yields better performance than the
baseline method (only SR branch). Second, for shape priors,
heatmap constraints are essential to enhance the quality of the
SR face and produce higher PSNR and SSIM. Third, for identity
priors, semantic embedding loss (with FaceNet) is necessary,
which mainly enhances the semantic information to produce
higher SSIM. Most importantly, shape priors and identity priors
are complementary, and CSRNet consistently provides the best
performance by jointly utilizing them.

4.3.1 Effects of model size

To ensure that the performance improvement of our proposed
CSRNet is not simply due to additional parameters, we com-
pare the model size of different baselines in Table 5. Baseline

and B+Shape have the same network structure with 1.62M
parameters, while B+Identity and CSRNet share the same net-
work structure with 2.07M parameters. With the same number
of parameters, B+Shape outperforms Baseline, indicating the
effectiveness of utilizing shape priors. More importantly, CSR-

Net outperforms B+Identity despite having the same number
of parameters, confirming that combining identity and shape
priors is crucial to achieving improved face SR results.

4.3.2 Effects of utilizing shape prior

We illustrate the effectiveness of CSRNet in utilizing the shape
priors by comparing it with existing methods. Specifically, we
compare with SuperFAN as well as our Baseline method in
Figure 14. The qualitative results demonstrate that our B+Shape

method (which does not use identity priors) better preserves
the shape of the eye and the contour of the nose than Base-

line. Compared with SuperFAN, B+Shape adopts the cascaded
structure and extracts shape priors from the residue face. The
superior result quality of B+Shape suggests that the two designs
contribute to performance and provide a better way of utilizing
shape priors.

4.3.3 Effects of utilizing identity prior

We illustrate the effectiveness of CSRNet in utilizing the iden-
tity priors by comparing with existing methods that use identity
priors in Figure 15. We use three example faces to demonstrate
the difference between these methods. Specifically, the differ-
ences between the SR faces of B+Identity and other SR faces
are plotted in every second row of example faces, and warmer
colour indicates a bigger difference. Compared with SICNN
and CSRIP, the differences are large for facial areas that have
a big variation in pixel values (e.g. eyes and mouth), and these
fast-changing areas correspond to the import facial regions in
an image. These differences results show that B+Identity (which
does not use shape priors) better preserves fine-grained details
for facial regions especially the shape of the mouth and the
location of the eyeball. Compared with Baseline, the variations
in pixel value are smaller than other existing methods. How-
ever, we can still observe changes in key facial regions like eyes,
mouth, and face contour that mainly present the identity and
semantic information. In short, the results in Figure 15 indicate
that our designs are effective in utilizing the identity priors.

5 CONCLUSIONS

Here, we propose CSRNet, the first deep face super-resolution
(SR) model that jointly utilizes shape priors and identity priors.
CSRNet adopts a cascaded structure that progressively trans-
forms a low-resolution face image to high resolutions, and
forces both the shape and identity priors of the model gen-
erated SR face to match their counterparts extracted from the
ground-truth high-resolution face. In this way, the intermediate
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ZENG ET AL. 13

SR images as well as final SR images are equipped with facial
structure information and identity knowledge. The use of com-
plementary information in shape and identity priors via multiple
cascades is new and essential to enhance face SR. Extensive
experiments on widely used benchmarks including CelebA and
Helen demonstrate that our proposed CSRNet outperforms
state-of-the-art face SR methods and CSRGAN generates more
realistic yet discriminative face images with adversarial and iden-
tity losses. Finally, a detailed ablation study indicates that shape
and identity priors are complementary in that they constrain the
SR face from different aspects.
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