
Introduction

Our FreeNet learns fine-grained APE with free full annotation labels.

Challenges

➢ Lack standardized joint definitions across APE datasets

➢ Shared joints in different animal body parts exhibit different 
learning difficulties

➢ Unannotated joints aggravate the skewed joint distribution in the 
combined training data 

Motivation

➢ Body part-aware learning balances the learning of shared 
joints among different datasets

➢ The circuit feedback mechanism improves the base
network’s predictions on unannotated joints

Contributions

➢ Address the non-standardized annotation problem, a new and 
significant challenge in fine-grained APE

➢ Propose FreeNet method to effectively utilize annotation data, 
which can predict denser joints with free full annotation labels

➢ Extensive experiments on non-standard datasets demonstrate the 
superiority of our method for fine-grained APE
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Method: FreeNet

➢ Body part-aware learning

➢ Feedback learning

• Loss design

• Pseudo-joints selection criteria

Experiments

➢ Comparison with SOTA methods on nonstandard datasets

➢ Effect of FreeNet design

➢ FreeNet can generate denser joints in real-world applications

Project website: https://github.com/yzrs/FreeNet.

https://www.danzeng.org/about/ 
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