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Abstract. Partial face recognition (PFR) is challenging as the appearance of the face changes significantly with occlusion.
In particular, these occlusions can be due to any item and may appear in any position that seriously hinders the extraction of
discriminative features. Existing methods deal with PFR either by training a deep model with existing face databases containing
limited occlusion types or by extracting un-occluded features directly from face regions without occlusions. Limited training
data (i.e., occlusion type and diversity) can not cover the real-occlusion situations, and thus training-based methods can not
learn occlusion robust discriminative features. The performance of occlusion region-based method is bounded by occlusion
detection. Different from limited training data and occlusion region-based methods, we propose to use multi-label attributes
for Partial Face Recognition (Attr4PFR). A novel data augmentation is proposed to solve limited training data and generate
occlusion attributes. Apart from occlusion attributes, we also include soft biometric attributes and semantic attributes to explore
more rich attributes to combat the loss caused by occlusions. To train our Attr4PFR, we propose an implicit attributes loss
combined with a softmax loss to enforce Attr4PFR to learn discriminative features. As multi-label attributes are our auxiliary
signal in the training phase, we do not need them in the inference. Extensive experiments on public benchmark AR and IJB-C
databases show our method is 3% and 2.3% improvement compared to the state-of-the-art.

Keywords: Partial face recognition, multi-label attributes, discriminative feature learning

1. Introduction

In the past few years, face recognition has received significant attention and has become a successful
application of pattern recognition and machine learning. Often, in unconstrained real-world face recog-
nition applications, faces are captured without user collaboration, and it can happen that only parts of the
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face are visible. As illustrated in Figure 1, faces can be obscured by glasses, scarves, veils, smartphones,
shadows, hands, or self-occlusion due to poses. Partial face recognition (PFR), recognizing partial faces
in unconstrained environments, remains a challenging and still a largely unsolved problem [1], [2], and
[3].

Fig. 1. Partial face images from unconstrained environments (these pictures are collected from the internet).

According to whether detection of the occluded area is required, existing PFR methods can be roughly
divided into two categories. The first category consists of occlusion region-based methods, which mainly
use an effective representation of the unoccluded area [4], [5], [6], [7], [8], [9]. They first detect the
occluded and un-occluded regions of the input face image, and then extract features from un-occluded
regions. These methods have achieved impressive results especially on the faces with limited occlusions.
However, their performance largely depends on the accuracy of occlusion detection, which itself is a
challenging task.

The methods in the second category, called training-based methods, directly learn robust features
from training data [10], [11], [12], [13], [14], [15]. Methods in this category extract user-defined texture
features from the cropped face images, and then use the extracted features to train a face recognition clas-
sifier. Compared with the occlusion region-based methods, these training-based methods do not need to
explicitly detect the occluded and un-occluded regions, but directly extract features from the whole face
image. A major limitation of training-based methods is that they rely heavily on training data. Training
data can affect training-based methods in two aspects: first, most databases do not contain sufficiently
many occluded faces; second, face images in most databases usually contain a finite number of types of
occlusions. An example is the AR [16] database. This is one of the widely used databases in face recog-
nition under occlusion. The face images in AR contain occlusions by glasses and scarves. However, in
real-world applications, such as face recognition for video surveillance, arbitrary occlusions may occur.
In other words, the available training data only provides a limited representation of all possible cases
of occlusions. The large-scale IJB-C database [17] contains a subset of 18 labeled occlusion types. Al-
though it contains more occlusions than earlier databases, a drawback is the nonuniform distribution of
types of occlusion, and with sometimes only one or two examples of a type. This unbalance can affect
the performance of such training-based methods.

In this study, our work focuses on the second category of methods. We focus on improving the PFR
accuracy by mitigating the limitations of the training data. Specifically, in order to cover more cases
of occlusion, we augment un-occluded face images with various pre-defined types of occlusions. In the
training phase, for each face image, we not only provide the identity but also multi-label attributes,
including occlusion attributes, soft biometric attributes and semantic attributes. The main contributions
of this paper include:
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• We propose a novel data augmentation method that ensures that training data is equipped with faces
with diverse occlusions. In addition to obtaining occluded faces without cost, we can identify the
occluded area in the augmentation without applying occlusion detection. We also propose to use
the aforementioned occluded area as an occlusion attribute to help train our Attr4PFR. In this way,
such occlusion attributes work as soft spatial attention mechanisms for Attr4PFR, leading to an
occlusion-free representation.

• We proposed Attr4PFR to extract discriminative features. We also introduce soft biometric attributes
(i.e. gender, race, age) and semantic attributes (i.e. mole, scar, freckle) to form multi-label attributes.
Together with identity (i.e. supervised by softmax loss), we further improve discriminative feature
learning by implicit attributes loss. The proposed Attr4PFR is easy to extend to include more mean-
ingful attributes for better performance.

• The proposed Attr4PFR can deal with arbitrary occlusions (e.g., pose variations) for PFR and yields
consistent and significant improvements on the most popular AR database and the most challenging
IJB-C database. Specifically, Attr4PFR is 3% improvement on AR database and 2.3% improvement
on the IJB-C database.

The remainder of this paper is organized as follows. Section 2 provides a review of the related work.
Section 3 details our proposed method. Section 4 describes our experimental results. The conclusions
are presented in Section 5.

2. Related Work

In this section, we review some existing PFR methods that are most relevant to our proposed method.
The review will be organized into two main sections: face recognition with attributes and deep learning
based PFR .

2.1. Face recognition with attributes

Facial attributes, also considered as soft biometric attributes, refer to a set of biological characteristics
of the human face, providing a wide variety of identifying information like gender, age, race, hairstyle,
accessories, etc.[18], [19], [20], [21]. Over the past years, people attempted to use such soft biometric
attributes to improve face recognition performance. An early study combining face attributes for this
purpose was reported in 2009, the work [22] proposed to train attribute classifiers at first; then fused
these attributes with other features for the face recognition task. However, in the context of deep learning,
attribute-assisted face recognition does not gain too much attention. One related work, reported in [23],
exploits CNN-based face attributes features for authentication, the facial attributes are used to train a
deep CNN architecture. Later, the work [24] reformulated the fusion of features for face recognition and
features of facial attributes as a gated two-stream neural network. More recently, the work [25] proposed
to utilize face attributes to improve a CNN-based RGB-D face recognition feature learning task.

Unlike soft biometric attributes that every individual owns, there are some other semantic attributes
such as scar, mole, freckle that play an important role in face recognition and can be used to improve
recognition accuracy by complementing conventional face recognition. Especially, under occlusion and
pose variation, these semantic attributes provide alternative features for face comparison. However, only
a limited number of studies have been done so far on exploiting semantic attributes for face recognition.
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The work [26] detects potential moles in the facial region by using a multi-scale template matching algo-
rithm. Similar work of detecting moles by template-based matching for face identification is presented
by [27]. The work [28] presented their approach on prominent mole detection by applying a homomor-
phic filter on the contrast-enhanced image. These aforementioned schemes of mole detection do not
consider other types of facial marks. Recently, the work in [29] proposed to use facial marks combined
with a deep convolutional neural network by the weighted score sum approach.

Based on the assumption that face attributes could provide independent features from a feature rep-
resentation learning perspective, we develop a robust PFR using multi-label attributes. In our method,
except occlusion attributes, soft biometric attributes, as well as semantic attributes together form our
multi-label attributes are used to supervise PFR feature learning in the implicit way, thus they are not
required during the testing stage.

2.2. Deep learning based PFR

For deep learning based methods, training data plays a key role in the performance, and in general
more training data leads to better performance. In particular, a well-balanced sample distribution pos-
itively affects the performance of the algorithm. Due to the randomness of the occlusion position and
occlusion content, both reconstructed and augmented methods for PFR have great challenges.

Methods attempting to reconstruct the occluded regions have gained popularity in solving PFR prob-
lems [30], [31]. For example, the method in [30] used a novel mapping-autoencoder for occlusion de-
tection and an iterative stacked denoising autoencoder for image reconstruction. Another related method
was proposed in [31]. A stacked sparse denoising autoencoder with two channels was proposed to dis-
card noise activations in the encoder network and achieve better image reconstructions. Recently, the
work [32] proposed to use LSTM autoencoders with two channels to reconstruct faces in the wild. The
drawback of these methods is that the reconstruction can only be achieved for face images of the same
kind as the training images and does not generalize well to other kinds of facial images. Our proposed
Attr4PFR can do PFR with arbitrary occlusions because we propose a novel data augmentation to solve
limited training data and generate occlusion attributes.

Several other methods of training with augmented occluded faces have been proposed for improving
the performance of PFR. For example, the work in [33] augments occluded faces with various hairstyles
and glasses to enable the CNN model to be robust to various hairstyles and glasses. The method indeed
relieves the data deficiency problem and results in improved performance. However, its use is limited to
handling sunglasses and hair in recognition. Instead of using synthetic occluded faces directly, the work
[34] first identifies the importance of face regions in an occlusion sensitivity experiment and then trains
a CNN with identified face regions covered to reduce the model’s reliance on these regions. Specifically,
they propose to augment the training set with face images with occlusions located in high effect regions
(the central part of the face) more frequently than in low effect regions (the outer parts of the face). This
forces the model to learn more discriminative features from the outer parts of the face, resulting in less
degradation when the central part is occluded. However, pre-defined occlusions may cause performance
degradation when dealing with face images with an occlusion that is not of the same size. More recently,
aiming at dealing with arbitrary sizes of partial faces, the work [35] proposed a method combining a fully
convolutional network with sparse representation classification. Indeed, fully convolutional networks can
be applied to extract spatial feature maps of arbitrary input image size. In particular, a sliding window
of the same size as the input feature maps is used to decompose the gallery feature maps into several
sub-feature maps.
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Unlike existing occluded face augmentation methods [30], [31], [33], [35], we augment occlusion
faces with common and random occlusion masks in small cells coupled with occlusion attributes. The
distinctiveness of our method lies in two aspects: i) First, our proposed method ensures that clean faces
are trained with greater occlusion diversity; at the same time, it enables the identification of occluded
areas in the augmentation without necessitating applying occlusion detection. ii) Second, the occluded
areas, functioning as occlusion attributes, also assist in training our Attr4PFR to extract discriminative
features. In this way, we can address various occlusion positions encountered in real-world scenarios
and guidethe learning process, leading to Attr4PFR an occlusion-free method.

3. The Proposed Attr4PFR

3.1. Overview

We propose a robust PFR method to deal with aforementioned issues: limited training data, occlusion
detection, and discriminative feature learning. Figure 2 shows the framework of Attr4PFR which con-
tains three parts: (a) occluded face augmentation, (b) multi-label attributes design, and (c) discriminative
feature learning. At the training phase, occluded face images are fed into the Attr4PFR network. The out-
put features of the Attr4PFR are fed into a fully connected layer and followed by the softmax loss layer.
Furthermore, the output features are also followed with the implicit attributes loss layer together with
corresponding multi-label attributes vector for further discriminative feature optimization in an implicit
way. Figure 3 gives the detailed architecture of Attr4PFR. At recognition time, only the output of the
first fully connected layer is used for biometric comparison, and the attribute-aware layer is not needed.
In the remainder of this section, we introduce our proposed method in detail.

3.2. Occluded face augmentation

As mentioned before, most face databases do not present enough occlusion cases and samples for a
CNN to be trained well. We propose a novel data augmentation method for generating real-occluded
face images in a strategic manner.

In real-world applications, occlusion may occur in various parts of the face. In order to represent
various occlusions more accurately and flexibly, we divide the faces into small cells firstly. As shown
in Figure 4(a), faces are evenly divided into 18 cells. So the occlusion attributes can be represented by
a binary vector of length 18, with each element representing a cell. An element is set to 1 if a cell is
occluded, otherwise it is set to 0.

In our proposed method, face images are randomly covered by a set of pre-designed occlusion
masks(see Figure 4(b)) before training. All the occlusion positions can be regarded as random occlu-
sions due to factors, such as glasses, scarves, veils, masks or occluded by poses, hands, objects. For
these occlusions, we propose occluded face augmentation method as below.

Two types of occlusions are considered: i) common occlusions such as glasses, scarves, veils, masks,
the occlusion position are usually fixed; ii) random occlusions caused by other uncontrolled factors,
such as hands, objects, the occlusion positions are usually random and not fixed. For these two types of
occlusions, we propose to use two types of occlusion masks to simulate real-world occlusions: common
occlusion masks (the first 6 occlusion masks in Figure 4(b)) and random occlusion masks (the last
7 occlusion masks in Figure 4(b)). Then faces are covered with these occlusion masks with fixed or
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Fig. 2. The framework of the proposed method. In the training phase, there are three modules. (a) Occluded face augmenta-
tion can generate common and random occlusion faces. (b) Multi-label attributes contains occlusion attributes, soft biometric
attributes and semantic attributes. (c) Discriminative feature learning contains softmax loss and implicit attributes loss. As
multi-labels attributes are our auxiliary signal in the training phase, we do not need them in the inference.

Fig. 3. The architecture of Attr4PFR contains a convolutional layer, a max-pooling layer, 4×2 residual blocks, an average
pooling layer, a fully connected layer, a softmax loss layer, and a implicit attributes loss layer. The residual block is composed
of two convolutional layers and a residual connection.

random locations. Our proposed method for occluded face augmentation that is easy to extend to more
common and random occlusion masks, but it is a trade-off between method performance and efficiency.

It should be noted that when applying these pre-defined occlusion masks, the occlusion attributes of
each augmented face are labeled meanwhile. For common occlusion, we utilize objects such as glass
and scarf with sizes of 224x36 and 224x72, respectively. For random occlusion, it may occur in diverse
regions of the face, attributable to theoretically any object of varying sizes. In this paper, we only enu-
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(a) Occlusion position.

(b) Occlusion types including common occlusion and random occlusions.

Fig. 4. An illustration of occlusion attributes as multi-label attributes.

merate a few examples of random occlusions with different sizes for illustration purposes. However, this
concept can readily be expanded to incorporate a wide array of occluding objects with different sizes.

The deficiency of using pre-defined masks to obtain occluded faces has two causes: i) it is difficult to
cover all kinds of occlusion situations, especially any object that can appear in a face; ii) lack of guidance
during learning. In this paper, we propose to deal with this problem in two ways: i) dividing a face into
smaller areas (18 small cells) and annotating occlusion situations by occlusion attributes(see 3.3); ii)
extracting the un-occluded face regions with occlusion attributes advised(see 3.4). In such a way, the
various positions of occlusions in the real world can be covered and guided for learning, which can
make up for the shortcomings of the previous artificial masks.

3.3. Multi-Label attributes

In this paper, we consider occlusion attributes, soft biometric attributes, and semantic attributes as our
multi-label attributes. Our method is flexible to extend our multi-label attributes with more rich attributes
if any.

Occlusion attributes: We consider face occlusion cases as an attribute called occlusion attribute.
As a result, each occluded face image will associate with a definite occlusion attribute. As we defined
before, the occlusion attribute vector contains the occlusion label of 18 cells, where 1 means the cell is
occluded, and 0 means the cell is un-occluded. To be precise, we define the occlusion attribute vector by
Occ ∈ RH1 , where H1 represents the number of cells, and each element labels the occlusion of one cell.
The occlusion attributes vector as we defined them can deal with all kinds of occlusion cases.

Soft biometric attributes: In order to make the features more discriminative, we introduce several
soft biometric attributes to improve the training process. Soft biometric attributes for the face refer to
some individually owned traits that can be extracted from face images, such as gender, race, age, and so
on. Our method is flexible to include more other soft biometric attributes for higher recognition accuracy.
In this paper, three soft biometric attributes gender, race and age are involved in our multi-label attributes
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Fig. 5. An illustration of multi-label attributes including occlusion attributes, soft biometric attributes and semantic attributes.

vector. Denoted by Bio ∈ RH2 , H2 represents the number of semantic attributes. For gender, 0 means
male, 1 means female. For race or ethnicity, Asian, African and Caucasian is considered, represented by
0, 1, 2 respectively. For the age, three stages such as childhood, youth and old are considered, represented
by 0, 1, 2 respectively. More soft biometric attributes can be easily obtained by some soft biometric
attributes detector methods [19], [36], [37]. We propose a framework that is easy to extend to more soft
biometric attributes, but it is a trade-off between method performance and efficiency.

Semantic attributes: We assume that semantic attributes can help to improve the extraction of dis-
criminative features. For example, there are many criminal cases that use some original characteristics
(such as having a mole) of the face on the surveillance image to narrow down the search and finally de-
termine the identity of the criminal. The presence of a mole can make a notable difference between the
faces of two individuals. Semantic attributes for the face refer to individually related attributes that can
be summarized up on a human face semantically, such as mole, scar and freckle and so on. Therefore,
we introduce semantic attributes into our multi-label attributes vector. Denoted by S em ∈ RH3 , where
H3 represents the number of semantic attributes. For simplicity, only mole, scar and freckle are consid-
ered. For example, 1 means a face has a mole(scar/freckle), 0 means a face has no mole(scar/freckle).
As before, it is easy to extend to more semantic attributes, but it is a trade-off.

To this end, our multi-label attributes vector A constitute occlusion attributes Occ, soft biometric at-
tributes Bio and semantic attributes S em. Figure 5 shows some examples and their multi-label attributes.

3.4. Discriminative feature learning

Discriminative features are learned from occluded face images by our PFRNet in a supervised manner.
As shown in Figure 2, we use softmax loss and implicit attributes loss to supervise Attr4PFR jointly in
an implicit way. Unlike existing multi-task methods, which directly learn the prediction of two tasks, our
Attr4PFR focuses on learning the association between discriminative features and attributes. During the
training phase, multi-label attributes act as an auxiliary constraint for learning discriminative features.
However, during testing, predicting multi-label attributes is not necessary, as we have already learned
the mapping matrix of discriminative features from the multi-label attributes.

Using softmax as the loss function, the network pays attention to which identity has the highest proba-
bility, but not to the degree of distinction between the identity. While implicit attributes loss is optimized
from the attribute level, and tries to perform attribute-related probability based on the extracting features.
Particularly, utilizing implicit attributes loss directly mapping discriminative feature from related multi-
label attributes. In other words, the loss function combining softmax and implicit attributes loss will
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determine the maximum probability that the sample belongs to a certain category under similar attribute
conditions.

The formulations of softmax and implicit attributes loss functions will be presented separately.
Suppose training set is notated as {xi}N

i=1 with xi ∈ Rm×n, and the corresponding identity labels
donated as {yi}N

i=1 with yi ∈ 1, 2, · · · ,C. The softmax loss function Ls is formulated as:

Ls = −
N∑

i=1

log(
exp(wT

yi
f (xi) + byi)∑C

j=1 exp(wT
j f (xi) + b j)

) (1)

where f (·) is the learned feature mapping by training Attr4PFR, K is the dimension of deep feature
f (xi). W = [w1, · · · ,wC] ∈ RK×C and b = [b1, · · · , bC] ∈ R1×C are the weights and biases in the last
fully connected layer.

Multi-label attributes here are used as an auxiliary supervision signal for discriminative feature learn-
ing, which can be combined with softmax loss. As shown in Figure 2, implicit attributes loss contain
three parts, occlusion attributes loss LOcc, soft biometric attributes loss LBio and semantic attributes loss
LS em. For a face image xi, the multi-label attributes are composed of occlusion attributes (18-dimensional
vector), soft biometric attributes (3-dimensional vector) and semantic attributes (3-dimensional vector).
It is easy to merge the multi-label attributes to one vector Ai ∈ RH4 = {Occi, Bioi, S emi}. Then the
implicit attributes loss can be formulated as:

Lattr =
1

2

∑
∥(( fi − G(Ai))∥22 , (2)

where G ∈ RK×H4 is a parameter matrix to be trained of the implicit attributes loss layer, K and H4

are the dimensions of the deep facial feature and the multi-label attributes vector, respectively. With
global linear mapping G(·), features of different attributes remain separated, and features of the same
attributes remain clustered. That is, the implicit attributes loss can improve the learned feature mapping
by utilizing these attributes.

To show the effectiveness of our occlusion attribute-aware loss, we present a toy example on a small
face set. This dataset is selected from the AR face database that will be introduced in Section 4.2, and
contains only eight identities of the same gender and ethnicity but with different occlusions. Five of the
identities are occluded by glasses, and three by scarf. We use ResNet [38] with 10 layers to train two
models, one with softmax only, the other with both softmax loss and the occlusion attribute loss. Then we
use t-SNE [39] for the visualization of high-dimensional features of two models, respectively. According
to t-SNE, we reduce the output dimension of the penultimate fully connected layer to two dimensions
and visualization them in Figure 6(a) and Figure 6(b). We can see that the adjacent distance between
identities in Figure 6(a) is much larger than those in Figure 6(b). This indicates that the two-dimensional
features of each identity become more discriminative through the regularization using occlusion attribute
loss. We can also observe that features for identities of the same occlusion in Figure 6(b) are closer to
each other than in Figure 6(a), verifying the occlusion property of the attribute loss. This also revels that
the problem of distribution shift caused by adding occlusion can be alleviated when occlusion attribute
loss is applied.
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(a) Softmax loss. (b) Softmax loss + occlusion attritube loss.

Fig. 6. The distribution of learned features under (a) softmax and (b) the joint supervision of softmax and occlusion attribute
losses. There are eight identities with two different occlusions. The points with different colors denote features with different
occlusions.

Finally, the whole discriminative features learning objective function can be formulated as:

L = Ls + λLattr, (3)

where λ is a user-defined hyper-parameter to balance the two loss terms.
During the testing phase, the features are extracted from the first fully connected layer of trained

Attr4PFR. Then cosine similarity is used to compute the similarity between the query feature and all the
gallery features, which can be formulated as follows:

S (i, j) =
∑K

n=1 f i × f j√∑K
n=1( f i)2

√∑K
n=1( f j)2

, (4)

where f i and f j are the features of query and gallery face image, respectively; K is the feature dimension.

4. Experiments and Results

4.1. databases and experimental setup

To evaluate the performance of the proposed method, we compare our proposed method with several
state-of-the-art methods both on the in-the-lab database(AR [16]) and on the in-the-wild databases(IJB-C
database [17] ).

The AR face database contains 4,000 face images of 126 different subjects with different facial ex-
pressions, illumination conditions and occlusions. Each subject is captured in two sessions and each
session has 13 face images for each subject, where 3 of them wearing sunglasses and 3 wearing scarves,
3 of them are taken under various illumination conditions, 4 of them have different expressions. Figure
7(a) shows some examples from AR database. All the faces are captured in the laboratory environment.

The IJB-C database extends IJB-A, IJB-B, with more emphasis on occlusion, diversity of subject
occupation and geographic origin. IJB-C includes real-world unconstrained faces from 3,531 subjects
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(a) Some example face images of a subject in the AR face database.

(b) Some occluded face images in the IJB-C face database.

Fig. 7. Example face images from the AR and IJB-C databases.

with full poses, illumination and occlusions variations. Many unconstrained faces were fully occluded
by any objects in any position. It is the most challenging occlusion face database. Figure 7(b) shows
some examples from IJB-C database.

The models we used is based on the ResNet architecture [38] with our modifications of the loss
function. Before training and testing, all the face images are detected by using an automated face de-
tector and normalized to improve the recognition performance. Typically, five facial landmarks (the eye
and mouth corners and nose tip) are localized by MTCNN [40]. Employing these facial landmarks for
face alignment enables us to obtain occlusion attributes when generating occluded faces through our oc-
cluded face augmentation method. The MTCNN can be replaced by a more advanced facial landmarking
method such as Retinaface [41]. For each training sample, we generate common and random occlusion
situations, that are exactly total 13 generated samples with multi-label attributes are used for training.
We train the models using stochastic gradient descent with the combination of softmax and multi-label
attributes loss function. The batch size is 128. The learning rate begins at 0.1, and is divided by ten after
40K and 60K iterations, respectively.

During testing, the first fully connected layer is taken as the learned feature representation of the input
face image. Then the similarity between two features is computed using their cosine distance.

4.2. Experiment on AR face database

In the first experiment, we evaluate the robustness of our method in dealing with real disguise on AR
face database. 80 individuals is randomly selected as the training set, and the rest 46 subjects are divided
into the test (30 individuals) and the validation set(16 individuals). For the training set, eight frontal
face images (four images of Session 1 and 2) of each subject without occlusion are used to training.
While, for the testing set, two kinds of sub-test sets are constructed: i) Six images with sunglasses from
both Sessions, and ii) Six images with scarves from both Sessions. We compare our method (denoted by
Attr4PFR) with some representative partial and occlusion face recognition approaches iincluding occlu-
sion region-based method (denoted by DDL) in [6] and training based method (denoted by RDLRR) in
[10], and other state-of-the-art methods including the method proposed (denoted by NNMR) in [42] and
in [43] (denoted by IDI).
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Because the AR database does not provide standard protocols for use, the experimental settings are
slightly different. In order to make a better comparison, the comparison methods can be classified into
3 categories according to the experimental settings. 1) Face images for training and testing belong to
the same individual, without overlapping. We use ’S-TR-XOccs" to abbreviate the situation when the
training set contains X occluded images per person. 2) Face images for training and testing belong to
the same individual and without overlapping. We use ’S-TR-Xps" to abbreviate the situation when the
training set contains X un-occluded images per person. It is reasonable that the setting ’S-TR-Xps" is
more difficult than setting ’S-TR-XOccs’. 3) The subject for training and testing come from different
individual without overlapping. We use ’D-TR-Xps’ to abbreviate the situation when the training set
contains X un-occluded images per person. It is obvious that ’D-TR-Xps’ is the most difficult setting of
the three experimental settings, there is no overlapping between training and testing.

Table 1
Recognition results for sunglasses and scarf occlusion on AR face database.

Method Experiment settings Sunglass Scarf
NNMR[42] S-TR-8ps 96.9% 73.3%

DDL[6] S-TR-8ps 79.92% 75.38%
DDRC[44] S-TR-8ps 90% 99%

RDLRR[10] S-TR-3Occs 91.7% 90%
Attr4PFR D-TR-8ps 97.78% 97.22%

Table 1 depicts a detailed comparison of the proposed method (Attr4PFR) with the other four represen-
tative algorithms. It is evident that even with more strict experimental settings, our proposed Attr4PFR
achieves a recognition rate of 97.78% and 97.22% for sunglass and scarf occlusion, respectively, which
is superior to all counterpart methods. In comparison with the DDRC and NNMR method for the scenar-
ios of sunglass and scarf occlusion, the recognition rates for our proposed method of the two scenarios
have little difference, which demonstrates that our method is less sensitive to the type of occlusions in
the training set. Recently, several mask-based face recognition methods (PDSN [45] and CAMFR [4])
have emerged due to the epidemic of COVID-19. They mainly training on a large-scale database and
good at recognizing regular mask faces, but not for all random occlusions. Although, PDSN achieved
the recognition of 98.20% and 98.33% for sunglass and scarf and CAMFR achieved the average recog-
nition of 98.4%. Note that our proposed method only trained with part of the AR face database and is an
ease to extend framework that can be further improved by adding more masks and effective attributes.

4.3. Experiment on IJB-C face database

In the second experiment, we evaluate the robustness of our method in dealing with more natural real
disguise on IJB-C face database.

We train our modified ResNet [38] with CASIA-WebFace [46]. CASIA-WebFace database is a large
scale public database containing 10,575 subjects and 494,414 images. We tested our proposed method
on a standard protocol which is the 1 : N mixed identification. There are about 1,800 templates for
the gallery and about 20,000 templates for the probe. Since many probe sets include only a single image
without occlusion. In this experiment, we select images with at least one occluded area as the test set. For
better comparison of the importance of common and random occlusion masks, we divided the whole test
set into two sub-set: common occlusion test set and random occlusion test set according that faces are
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occluded by common (occluded by glasses, scarves, or masks) and random( occluded by microphones,
hands, poses or other random objects) occlusion.

Table 2 lists the Rank-1 and Rank-5 recognition results of our proposed method and other two state-
of-the-art methods under the same protocol. Although our training data from CASIA-WebFace and
our trained model is not fine-tuned on any gallery of IJB-C, our model still achieves the recognition
accuracy of 92.6% on IJB-C occlusion subset, which proves the effectiveness of the proposed method
again. Remarkably, the accuracy achieved on the common and the random set have small difference,
which proves the effectiveness of our occlusion augmentation masks.

Table 2
Recognition results on IJB-C database with occlusions.

Method Occlusion types Rank-1 Rank-5
DR-GAN[47] common + random occlusions 70.8% 82.8%

IFR[48] common + random occlusions 90.3% 93.2%

Attr4PFR
common occlusions 92.55% 95.36%
random occlusions 92.65% 95.24%

common + random occlusions 92.6% 95.3%

4.4. Ablation study

The effect of parameter λ We conduct exploratory experiment to investigate the effect of λ used in
two loss function combination. By varying λ from 0 to 0.45, we evaluate our proposed method on the
AR face database. The probe set contains AR faces with sunglasses and scarf occlusions and the gallery
set contains 8 clean face for every subject. The rank-1 identification accuracy is given in Table 3. As λ
being increased, the rank-1 recognition rate first rises up and then moves down as λ approaching 0.45.
The best recognition rate is achieved at λ = 0.15.

Table 3
Rank-1 recognition results comparison of different λ on AR database with different λ.

λ 0 0.05 0.15 0.25 0.35 0.45
Rank-1 94.17% 95.64% 97.78% 96.5% 95.22% 94.94%

The effect of occlusion augmentation To further explore the importance of occlusion augmentation,
we performed additional experiments with results in Table 4. First, by comparing the ’common’ and
’random’ occlusion masks, we see that ’common’ occlusion masks noticeably increase performance.
We speculate that it’s due to the probe images are common occlusion as sunglass and scarf. Then by
comparing the ’common’ and ’common + random’ occlusion masks, ’common + random’ occlusion
masks can improve performance somehow. Obviously, the importance of occlusion augmentation de-
pends on the occlusion of the test data. If there are more common occlusions, then more common masks
can be used for better performance; otherwise, more random occlusion masks is useful to improve the
performance.

The effect of different attributes loss. To investigate the effectiveness of multi-label attributes and
implicit attributes loss, we performed additional experiments with results in Table 5. As can be seen,
compared with the baseline model A, model C, D, E and F with different attributes have different de-
grees of improvement in performance. It can also be seen that the best result is achieved by plugging
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Table 4
Rank-1 recognition results on AR database with different occlusion augmentation.

Method Training data Label Loss Rank-1
Model A original clean data(baseline) ID softmax 91.94%
Modle B common occlusion ID softmax 93.33%
Modle C random occlusion ID softmax 92.22%
Model D common + random occlusion ID softmax 94.17%

softmax and implicit attributes loss. Specifically, among occlusion attributes, soft biometric attributes
and semantic attributes, occlusion attributes have the greatest improvement, followed by semantic at-
tributes, and soft biometric attributes have the smallest improvement. The reason for this could be that
the probe set we tested, which consists of AR faces with sunglasses and scarf occlusions. Our proposed
Attr4PFR can precisely handle occlusion problems. On the other hand, soft biometric attributes and
semantic attributes have relatively less variation in this database, thus their performance is less.

Table 5
Rank-1 recognition results on AR database with different label and loss function.

Method Label Loss Rank-1
Model A ID(baseline) Ls(baseline) 94.17%
Model C ID + occlusion attributes Ls + LOcc 96.39%
Model D ID + soft biometric attributes Ls + LBio 94.72%
Model E ID + semantic attributes Ls + LS em 95.56%
Model F ID + multi-label attributes Ls + Lattr 97.78%

5. Conclusion

In this paper, we propose a multi-label Attributes for Partial Face Recognition (Attr4PFR) to explicitly
extract discriminative features. We propose a novel data augmentation method to cover diverse occlusion
and generate occlusion attributes. Explore soft biometric attributes (i.e. gender, race, age) and semantic
attributes (i.e. mole, scar, freckle) as multi-label attributes for better performance. In addition to apply
classic softmax loss, we propose implicit attributes loss to supervise discriminative feature learning. Ex-
tensive qualitative and quantitative experiments show that our Attr4PFR method on the most popular AR
database and the most challenge IJB-C database achieves state-of-the-art recognition accuracy. Specif-
ically, our method is 3% improvement on AR database and 2.3% improvement on the IJB-C databaset.
In addition, ablation study has demonstrated that the effectiveness of each module.
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