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Abstract

Reconstructing 3D face models from multiple uncali-
brated 2D face images is usually done by using a single
reference 3D face model or some gender/ethnicity-specific
3D face models. However, different persons, even those of
the same gender or ethnicity, usually have significantly d-
ifferent faces in terms of their overall appearance, which
forms the base of person recognition using faces. Conse-
quently, existing 3D reference model based methods have
limited capability of reconstructing 3D face models for a
large variety of persons. In this paper, we propose to ex-
plore a reservoir of diverse reference models to improve the
3D face reconstruction performance. Specifically, we con-
vert the face reconstruction problem into a multi-label seg-
mentation problem. Its energy function is formulated from
different cues, including 1) similarity between the desired
output and the initial model, 2) color consistency between
different views, 3) smoothness constraint on adjacent pix-
els, and 4) model consistency within local neighborhood.
Experimental results on challenging datasets demonstrate
that the proposed algorithm is capable of recovering high
quality face models in both qualitative and quantitative e-
valuations.

1. Introduction

3D face models have been extensively used in face
recognition task under unconstrained environment, thanks
to their capability of addressing the problem of pose, illu-
mination, and expression variations that commonly exist in
natural images. It is, however, both expensive and tedious
to collect 3D face data by using 3D scanners. On the oth-
er hand, there are already plenty of 2D face images avail-
able from various sources, such as social media and forensic
databases. Moreover, the number of 2D face images keeps
increasing rapidly every day. Therefore, it is of significant
importance to develop methods that can reconstruct 3D face
models from these 2D face images. In this paper, we focus

Figure 1. Existing methods utilize one single reference model to
reconstruct 3D face model from the input 2D image. The refer-
ence model could be a generic model or a gender/ethnicity specific
average model [7]. Instead, our proposed example-based method
uses multiple reference models, each for some component in the
input face. This way, our method can obtain more accurate recon-
structed 3D face models.

particularly on the problem of reconstructing 3D face mod-
els from one frontal and two profile face images. Such un-
calibrated frontal and profile 2D face images widely exist in
forensic databases and are routinely used by police officers.

A number of 3D face reconstruction methods have been
proposed in the literature. Most of them require some ref-
erence 3D face models. This is because prior knowledge
about the scale of the face or the depth of the facial com-
ponents is missing in the input uncalibrated 2D face im-
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ages. Reference 3D face models are thus needed to serve as
a constraint on the reconstructed 3D face model. Although
impressive results have been reported by using existing ref-
erence model based methods, they have difficulties to accu-
rately reconstruct the 3D face models for a large variety of
persons because they use only a single reference model or a
few gender/ethnicity specific reference models. But differ-
ent persons, even those of the same gender or ethnicity, usu-
ally have considerably different faces, which forms the basis
of person recognition using faces. Fortunately, it is possi-
ble that some persons may share some similar components
in their faces, though their faces are different in overall ap-
pearance. This motivates us to propose an example-based
3D face reconstruction method as presented in this paper.

Unlike previous reference model based methods, our
proposed method explores a reservoir of diverse reference
3D face models and search for each pixel in the input face
an appropriate reference model from the reservoir (see Fig.
1). This way, it is of high probability for us to find the
most alike reference for every component of the input face.
We formulate the problem of searching for reference mod-
els and regularizing the reconstructed 3D face model into
one unified optimization framework under Markov Random
Field (MRF). This allows us to jointly optimize consisten-
cy between the desired output and the initial face model,
color consistency between adjacent views, as well as depth
and model smoothness within local neighborhoods. Our
example-based method has several advantages: (i) Com-
pared with single reference model approach, our method
can largely reduce reliant on the reference itself; (ii) While
expressing a novel face as a linear combination of 3D face
database may suffer from fine detail reconstruction, our
method is able to overcome this thanks to pixel-wise op-
timization.

The rest of this paper is organized as follows. Related
work is shown in Sec. 2. Sec. 3 describes the problem at
hand. The proposed energy is described in Sec. 4. Exper-
imental results and discussions are shown in Sec. 5. And
concluding remarks are drawn in the end.

2. Related Work
Existing work on 3D face reconstruction [10, 1, 8, 14, 3,

12, 6, 4] can be classified as either single-view approach that
recovers the face shape from only one image or multiple-
view approach where multiple face images are used as in-
put.

Single-view Approach 3D Morphable Models (3DM-
M) [1] is a crucial and widely used model to estimate 3D
shape of the face. Linear combination among differen-
t models are estimated in terms of both shape and texture.
However, some limitations need to overcome, for example,
the convergence time, the diversified 3D database and the

correspondence establishment. Based on the ideology of
3DMM, Ref [8] proposed an analysis-by-synthesis frame-
work for face recognition with variant pose, illumination
and expression. For the reconstruction process, one input
image is enough, which averted the heavy enrollment work,
and they overcame the difficult problems like complex PIE
in face recognition. Whereas, the input face must be frontal.
Therefore, their reconstruction accuracy was sensitive to
pose variation of the input image. To address this problem,
Ref. [14] combined the fitting techniques and a sparse 3D
deformable model to recover the 3D geometry.

Ref. [9, 10] recovered a 3D face model by introducing
an arbitrary face model. This method was based on the ob-
servation that different faces look similar globally but vary
considerably across individual in detail. The objective func-
tion was defined on basis of Structure from Shading (Sf-
S) technology and was optimized iteratively. However, this
method relied heavily on the reference face model. On the
other hand, when the accurate 3D face model is not nec-
essary, the single-model-based method is able to produce a
visually pleasant result. For this purpose, Ref. [5] optimized
the displacement between the reference model and the final
estimation through joint depth-appearance similarity. To re-
duce the effect of arbitrary reference face model, Ref. [16]
synthesized a reference model specifically to each person
via photo collections of the same person [11].

Multi-view Approach Ref. [4] reconstructed a 3D face
using only one frontal and a profile view. The frontal image
was used for initialization and the profile for refinement.
The reconstructed model was further tested on face recog-
nition task across various poses. Nonetheless, notable de-
formation can be captured especially when the reconstruct-
ed model is under large view point changes. Ref. [2] uti-
lized sparse bundle adjustment to reconstruct 3D landmark-
s, which are further used to deform a generic 3D face mod-
el. However, in these methods, multi-view constraint on the
whole face is not fully explored.

Ref. [13] reconstruct 3D face model from 5 face im-
ages with approximately 45 degree apart. Their method fol-
lowed the pipeline of multi-view stereo, by first calibrating
the cameras through feature matching, and then obtaining
dense face reconstruction base on voxels. However, as face
images are lack of features, the calibration process may fail
or errorness results may be obtained that can severely influ-
ence the final reconstruction result.

3. Problem Statement

Input of our algorithm contains 3 face images of a certain
person, with one frontal view and two profile images that
captured freely, and our goal is to recover pointcloud-based
full 3D model of that person’s face.
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Figure 2. Framework of the proposed method.

Given the input images, we would first estimate depth
map of each view. Base on the initial estimation, the pro-
posed algorithm aims to find some candidate depths Xc of
the 3D face model, and then the unknown depth X is es-
timated through global optimization. A framework of the
proposed pipeline is illustrated in Fig. 2.

Initialization We would first estimate depth maps of each
input view via SFS. This is motivated by the previous
work [9, 10] that is able to recover depth from a single view.
Given a 2D face image and a reference 3D face model, the
initial estimation of the face model can be obtained by it-
eratively optimizing light, albedo and shape. However, Re-
f. [9, 10] focused mainly on frontal views. In this work,
we modify their algorithm to adapt both frontal and profile
views. For profile images, we first rotate the reference mod-
el to the profile view and then go through the pipeline of
depth map estimation base on the assumption that the face
is Lambertian with albedo while ignoring the effect of cast
shadows and inter-reflections.

To merge the aforementioned depth maps into an initial
full model, we assume rigid transformation between differ-
ent view models. We further make a rough assumption that
the 3D model of the profile view can be obtained by rotating
90 degree around the vertical line. Thus, given landmarks
commonly seen in both frontal and profile views, e.g. eye
corner, we are able to merge an initial full 3D model by
first rotating the profile model to the frontal view, and then
estimate the transition via corresponding landmarks.

Candidate Calculation We formulate the 3D face recon-
struction problem as a multiple label image segmentation
problem. In order to make the reconstruction pipeline well
defined, we employ prior shape knowledge to generate can-
didate depth base on the initial face model.

An external 3D face database is realistic and meaningful

shape prior that can help to refine the final geometry, with
less reliant on the initial model. Suppose {Dk, Fk}, k =
1, ...,K is the training database , where Dk denotes the kth
3D face model and Fk predefined landmark points on Dk.
Given the initial model D, with its corresponding landmarks
F , candidate of the kth model Dregister

k is generated via

Dregister
k = T (Fk, F ) · S(Fk, F ) ·Dk (1)

where S(Fk, F ) is a 3D face scaling process that makes
the database model be of the same scale as the initial one,
and T (Fk, F ) denotes the transformation matrix that can
register the model in the database to the initial estimation.
Note that the semantic ordering of Fk and F should be the
same.

4. Energy Minimization
We propose to solve the above mentioned MRF labeling

problem by minimizing the following energy functional

E = Edata + �c ·Ecolor + �d ·Edepth + �m ·Emodel (2)

where Edata ensures that our desired estimation resembles
the initial depth recovery via SFS, Ecolor is a multi-view
constraint, imposing color consistency between two adja-
cent views, Edepth penalises depth discontinuity between
neighboring pixels and Emodel encourages local geometry
coming from a compact region of the same model. The pa-
rameters �c, �d and �m are weighting parameters control-
ling the importance of each term.

Data Term Edata: The data term penalizes dissimilarity
between the estimated output and the initialization via SFS.
Let i be a 3D point of the face model, we denote Di the
depth of point i recovered using SFS, and Xi our depth es-
timation of the same point. Thus the data term is defined
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as
Edata =

X

i2�

|Xi �Di| (3)

where the symbol � denotes the 3D face model.

Color Consistency Term Ecolor: As the initial estima-
tion Di from SFS is not always reliable, to address this
problem, we introduce a color consistency term by measur-
ing color consistency between pairs of images. The color
consistency term states that, the projections from the same
3D point onto different views should have similar appear-
ance. Because natural face images are textureless in gen-
eral, the per-pixel constraint among different views is am-
biguity and insufficient. To address this problem, we em-
ploy local image patches to represent feature of the cen-
tral pixel. Suppose Pu is the projection matrix to view u,
mj

u = Pu ·Xj its 2D projection from 3D point Xj , thus we
have

Ecolor =
X

(u,v)

X

j2H(i)

kIu(Xj)� Iv(Xj)k2 (4)

Here (u, v) denotes a pair of neighboring views, and H(i)
is a point set with a square patch centered at i.

Depth Smoothness Term Edepth: The depth smoothness
term ensures smooth transition in depth and penalizes sharp
depth edges. This term is reasonable because human faces
can always be described using smooth surfaces. We also
make this term sensitive to color by assuming that depth
discontinuity co-occur with intensity changes. We define
the depth smoothness term as

Edepth =
X

i

X

j2N(i)

|Xi �Xj | (5)

Here N(i) denotes the local neighborhood of point i.

Model Consistency Term Emodel: The model consisten-
cy term emphasizes the model consistency between neigh-
boring points on the 3D face model. It encourages local
geometry of the 3D face resembles a reference model of the
same part. This part-based strategy is more flexible of de-
scribing arbitrary face model from the database compared
with the model-based technique, where after optimization,
all points are assigned with one certain label. This term is
denoted as

Emodel =
X

i

X

j2N(i)

�(Li 6= Lj) (6)

Here �(·) is a delta function that �(true) = 1 and
�(false) = 0. And Li denotes model index of point i.

4.1. Optimization Algorithm

With the proposed algorithm we have converted the 3D
face reconstruction problem into a MRF labeling one, and
designed the energy function in Eqn. 2 that combining dif-
ferent cues and constraints in order to achieve the optimiza-
tion goal. To simplify the optimization process, the dimen-
sional of the solution space is reduced from 3D to 2D in
order to use mature optimization algorithms in image pro-
cessing. To achieve this goal, we would first compute the
corresponding 2D depthmaps from these registered models.

Pointcloud-Depthmap Convention Similar to [13], we
sample the 3D point in a cylindrical coordinate system
which yields a compact representation of the 3D surface,
and represent geometry of the face using depth image d.
Suppose a Cartesian coordinate system XY Z on a 3D face
whose original point O is at the center of the face model,
with the X-Y coordinate parallel to horizontal and vertical
lines, and the Z axis points across the nose tip and front-
ward. In the converted depthmap, the value d(x, y) at pixel
(x, y) denotes distance between the corresponding 3D point
X✓,�,d and the original O along Z axis

X✓,�,d = (d · tan(✓) + Cx,�+ Cy, d+ Cz) (7)

with
x = kx · ✓ ⇤ 180/⇡, y = ky · � (8)

Here ✓ is the angle between OX and Z axis, and � denotes
Y value in the XY Z coordinate. (Cx, Cy, Cz) is the point
of O in the coordinate of the initial model. kx and ky are
parameters controlling density of the depth map.

Graph-cuts Optimization We choose to use graph-cuts
to minimize the proposed energy function in Eqn. 2 be-
cause: 1) the max-flow-based optimization algorithms are
proven to achieve a global minimum solution and mean-
while, 2) their complexities remain in the order of polyno-
mial time in terms of the number of the underlying graph
nodes and edges. In this paper we use ↵-expansion to solve
the converted multi-label segmentation problem.

5. Experimental Results
We evaluated the proposed algorithm from two differ-

ent datasets, namely the Bosphorus dataset1 as well as the
FERET [15] dataset. In the Bosphorus dataset, there are one
frontal (0 degree) and two profile (±90 degree) images for
each subject, together with the groundtruth model captured
via laser scanner. For the FERET dataset, there contains
face images with multiple face poses. In our experiment,
only the frontal and profile images are used for reconstruc-
tion. For quantitative evaluation, we compare our method

1http://bosphorus.ee.boun.edu.tr/Home.aspx
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Figure 3. RMSE calculated over each of the 104 subjects from the Bosphorus database. The error between the groundtruth and SFS [10] is
marked orange, and blue diamond indicates the error between the groundtruth and our result. The average error of our result is 0.0236, in
comparison with SFS [10] of value 0.0648.

with the benchmark method from Ref. [10]. To demonstrate
effectiveness of our proposed method, we further evaluate
our results on face recognition in terms of similarity.

5.1. Implementation Details

Unless otherwise indicated, all experiments were run
with the same parameters. We manually set the parame-
ters in Eqn 2 as �c = 1, �d = 30, and �m = 1. In the
initialization step, we set parameters �1,�2,�x and �x be
30, 30, 5 and 5 respectively. We implemented the proposed
algorithm using C++ on a 64-bit windows workstation with
Intel i5 CPU and 4GB memory.

Our prior 3D face models come from the BU-3DFE
database that contains 100 subjects containing races of
White, Black, Indian, East Asian, Middle-east Asian and
Lation-Hispanic, which largely reduces reliability on the
prior models. The 3D face models are first registered to
the initial reconstruction, and served as depth candidates for
further optimization.

5.2. Results and Discussion

The proposed algorithm is mainly compared with
method [10]. Ref. [10] reconstructed a 3D face model from
a single image by employing a single reference face mod-
el. Ours is different in two perspectives: 1) our method us-
es both frontal and profile images as input, which provides
more information compared with the single image setting,
so ours can produce more accurate reconstruction; 2) our
method utilize multiple 3D face models, which is much less
model-reliant compared with the single reference model ap-
proach. Thanks to our example-based pipeline, our method
is capable of producing accurate 3D faces especially on
overlapping face regions from different views.

In our experiment, resolution of the frontal view is

205⇥181, and 205⇥150 for profile views. On average, the
computational cost for each image is about 30 seconds. For
quantitative evaluation, we show accuracy of our algorithm
in terms of Rooted Mean Square Error (RMSE). Suppose
Xes the estimated depthmap of the frontal view, and Xgt

the corresponding grondtruth. The RMSE for each model is
computed as

err =

qP
i |Xes

i �Xgt
i |

N
(9)

where i is index of each pixel and N the total number
of valid pixels in use. Fig. 3 shows the overall mean re-
construction error of each of the models in the Bosphorus
dtabase. In all cases, the reconstruction errors are much
smaller than the differences between the initial reconstruc-
tion and the groundtruth.

Fig. 4 shows examples from Bosphorus dataset com-
pared with the prior art [10]. The error map is calculat-
ed using absolute difference between the estimated model
and the groundtruth. Our optimization pipeline can cor-
rect large depth errors, both on the surface and at depth
boundary, thanks to the multi-view setting of our algorithm.
Fig. 5 shows rendering results from new synthesized view-
point, where the results from SFS [10] are oversmoothed.
Meanwhile, our method can preserve more geometric de-
tails, thus producing more accurate and visually-pleasant re-
sults. Fig. 6 shows qualitative results from FERET dataset,
which is much more challenging because the profile faces
are less controlled and exhibit more variations. However,
by using the profile images, our method can largely improve
quality the final model.

Similarity Measure across Pose One potential applica-
tion using 3D face models is face recognition, which pro-
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Figure 4. Example of the reconstruction results from the Bosphorus database. Each row shows one example. Each column shows, from
left to right, input image of the frontal view, reconstruction result using SFS [10], our model and the groundtruth, and the last two columns
are error maps from SFS [10] result and our method.

Figure 5. Example of the reconstruction results from the Bosphorus database. The first column shows both frontal and profile faces of the
input. The following shows reconstructed results rendered from different viewpoints, with SFS [10] method the first row, our estimation in
the second row, and the last row shows the groundtruth scanning.

motes face recognition rate with large pose variations. Giv-
en an arbitrary non-frontal face image, the identity of a
subject can be more accurately located if 1) the subject is
in the gallery and 2) with approximately the same pose as
the query image. In this perspective, a 3D face model can

rotate towards any direction you desire, which helps pose-
invariant face recognition.

The basic but essential step towards face recognition is
the similarity measure between query and gallery. In our
experiment, color histogram is extracted on both the query
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Figure 6. Example of the reconstruction results from the FERET database. The first column shows both frontal and profile faces of the
input. View-dependent depthmaps from SFS [10] are registered as an initial guess (a) and the optimized depthmap model is shown in (b).
The following colums shows textured models rendered from different viewpoints, with SFS [10] method the first row, our estimation in the
second row.

image and the rendered one in the database. Both shape and
texture are projected according to the pre-estimated pose of
the query face to synthesis the rendered image. Similarity
measure is then computed using Euclidean distance.

For a query face, the 3D model with the same identity
is used for similarity measure. To show the power of our
method, we compare the similarity from our reconstruct-
ed model to that from the model obtained using SFS [10].
Fig. 7 shows similarity measures with respect to each sub-
ject. In general, our fused model achieves higher similarity
score compare with the query image, demonstrating high-
er recognition rate using our proposed method. Further-
more, our result is more stable across different model in the
database, showing robustness of our algorithm.

6. Conclusion

In this paper we proposed an example-based method for
multi-view 3D face reconstruction. Our problem is chal-
lenging by using uncalibrated the input images with wide
baseline. As face images are textureless, the traditional
multi-view stereo pipeline could not work for our problem.
We address this by using an external face database and syn-
thesis the result through facial part composition. We pro-
posed an energy function to formulate the 3D face recon-
struction problem and solved it via multi-view image seg-
mentation algorithm. This work can be extended to 3D face
recognition task that utilize both texture and 3D shape, but
the extension is beyond the scope of this paper.
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